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UNIT V

Decision Tree Learning

As discussed in the last lecture, the representation scheme we choose to represent our learned 

solutions and the way in which we learn those solutions are the most important aspects of a 

learning method. We look in this lecture at decision trees - a simple but powerful representation 

scheme, and we look at the ID3 method for decision tree learning. 

Decision Trees :-

Imagine you only ever do four things at the weekend: go shopping, watch a movie, play tennis or 

just stay in. What you do depends on three things: the weather (windy, rainy or sunny); how 

much money you have (rich or poor) and whether your parents are visiting. You say to your 

yourself: if my parents are visiting, we'll go to the cinema. If they're not visiting and it's sunny, 

then I'll play tennis, but if it's kindly, and I'm rich, then I'll go shopping. If they're not visiting, it's 

windy and I'm poor, then I will go to the cinema. If they're not visiting and it's rainy, then I'll stay 

in. To remember all this, you draw a flowchart which will enable you to read off your decision. 

We call such diagrams decision trees. A suitable decision tree for the weekend decision choices 

would be as follows:

We can see why such diagrams are called trees, because, while they are admittedly upside down, 

they start from a root and have branches leading to leaves (the tips of the graph at the bottom). 

Note that the leaves are always decisions, and a particular decision might be at the end of 

multiple branches (for example, we could choose to go to the cinema for two different reasons). 

Armed with our decision tree, on Saturday morning, when we wake up, all we need to do is 

check (a) the weather (b) how much money we have and (c) whether our parent's car is parked in 

the drive. The decision tree will then enable us to make our decision. Suppose, for example, that 

the parents haven't turned up and the sun is shining. Then this path through our decision tree will 

tell us what to do: 

Reading Decision Trees :-
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There is a link between decision tree representations and logical representations, which can be 

exploited to make it easier to understand (read) learned decision trees. If we think about it, every 

decision tree is actually a disjunction of implications (if ... then statements), and the implications 

are Horn clauses: a conjunction of literals implying a single literal. In the above tree, we can see 

this by reading from the root node to each leaf node: 

If the parents are visiting, then go to the cinema 

or

If the parents are not visiting and it is sunny, then play tennis 

Or

If the parents are not visiting and it is windy and you're rich, then go shopping 

or 

If the parents are not visiting and it is windy and you're poor, then go to cinema 

or 

If the parents are not visiting and it is rainy, then stay in. 

Of course, this is just a re-statement of the original mental decision making process we 

described. Remember, however, that we will be programming an agent to learn decision trees 

from example, so this kind of situation will not occur as we will start with only example 

situations. It will therefore be important for us to be able to read the decision tree the agent 

suggests. Decision trees don't have to be representations of decision making processes, and they 

can equally apply to categorisation problems. If we phrase the above question slightly 

differently, we can see this: instead of saying that we wish to represent a decision process for 

what to do on a weekend, we could ask what kind of weekend this is: is it a weekend where we 

play tennis, or one where we go shopping, or one where we see a film, or one where we stay in? 
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For another example, we can refer back to the animals example from the last lecture: in that case, 

we wanted to categorise what class an animal was (mammal, fish, reptile, bird) using physical 

attributes (whether it lays eggs, number of legs, etc.). This could easily be phrased as a question 

of learning a decision tree to decide which category a given animal is in, e.g., if it lays eggs and 

is homeothermic, then it's a bird, and so on... 

Learning Decision Trees Using ID3 

� Specifying the Problem 

We now need to look at how you mentally constructed your decision tree when deciding 

what to do at the weekend. One way would be to use some background information as axioms 

and deduce what to do. For example, you might know that your parents really like going to the 

cinema, and that your parents are in town, so therefore (using something like Modus Ponens) you 

would decide to go to the cinema. 

Another way in which you might have made up your mind was by generalising from 

previous experiences. Imagine that you remembered all the times when you had a really good 

weekend. A few weeks back, it was sunny and your parents were not visiting, you played tennis 

and it was good. A month ago, it was raining and you were penniless, but a trip to the cinema 

cheered you up. And so on.


